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 Machine learning (ML) is a hot topic and widely used in today’s society 
for di� erent tasks like translation, spam � lters or recognizing objects.  A 
sub� eld of ML is natural language processing, in which texts are processed 
by machines. These machines, however, are prone to varying kinds of bias 
and can impose unfair results when using them. 

Introduction
To train machine learning models, a lot of computa-
tional resources and text data are necessary. Because 
of this, big companies publish pre-trained machine 
learning models, that only need some � ne-tuning 
before they are ready to be used, making them more 
accessible. There is, however, a problem with such 
models. As they are trained on large amounts of text 
data, they pick up patterns that lie hidden for humans, 
introducing bias in the process. Research shows that 
they are subject to di� erent kinds of bias, for instance 
gender or ethnical bias.  Despite numerous studies 
present, there is a lack of research in terms of age-re-
lated bias in pre-trained models. This thesis aims at 
contributing to the work present in this � eld.

Goal of the thesis
The goal of the thesis is to answer if a pre-trained 
machine learning model, such as BERT, is a� ected by 
age-related bias and if so, by what degree. For this 
purpose, three di� erent methods were used to evalu-
ate the pre-trained BERT model:

–  Contextualized Word Embedding Association Test 
(CEAT) by Guo and Caliskan – analysis and compar-
ison of word embeddings (numerical representa-
tion of words)

–  Sentiment analysis – classi� cation of a sentence on 
a numerical scale, that indicates satisfaction of the 
writer

–  Masked prediction – calculation of probabilities on 
adjectives occurring for masked words

Results
Out of three experiments conducted, only one indi-
cates the presence of bias in the pre-trained BERT 
model. Both CEAT and the sentiment analysis fail to 
reject the null hypothesis, as their respective p-value 
is bigger than our chosen alpha of 0.05. The third 
experiment, the masked prediction, however, does 
indicate the existence of bias. It is important to note 
that failing to reject the null hypothesis is not the 
same as accepting it. Meaning, even if two experi-
ments do not indicate the presence of bias, it is wrong 
to conclude that there indeed is no bias present. This 
work � nds its limitations on the number of sentences 
used for the experiments, which might directly a� ect 
the results and is a point for future improvement.
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