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 Predicting illnesses or syndromes using Arti� cial Intelligence (AI) o� en 
su� ers from a lack of trust in the clinical environment. This thesis inves-
tigates the state-of-the-art techniques available in the evolving � eld of 
explainable AI, to not only improve trust in these decisions, but also show 
how data engineers and data scientists can use it to avoid common pitfalls 
in AI technology. 

Introduction
Burnout, a state of emotional, physical, and mental 
exhaustion caused by excessive and prolonged stress, 
is a growing concern in our working environments. 
Previous work in the � eld has shown, that Arti� cial 
Intelligence (AI) can be used as an e� ective means to 
detect indicators for burnout in free text samples, col-
lected on the social media platform Reddit. However, 
these predictions o� en su� er from a lack of trust in 
the clinical environment. State-of-the-art techniques 
available in the evolving � eld of explainable AI pro-
vide an interesting approach to close this gap.

Research Questions
To determine if explainable AI is suitable for this task, 
we answer the following research questions:
–  What explainability techniques can be used for 

Natural Language Processing (NLP)?
–  How can they help to improve trust in AI?
–  How does this also help detecting and avoiding 

common pitfalls?

State-of-the-art
The trade-o�  between the accuracy and interpreta-
bility for AI models usually leads to highly accurate 
models being preferred, but they are inherently 
complex to explain, even for seasoned professionals. 
A literature review provides a summary over the 
properties and approaches to explain such black-box 
models. Most notably in the � eld of NLP is the usage 
of surrogate models. With this method, a simpler and 

more interpretable model is derived to directly build 
explanations that are easy to understand by humans. 
Using surrogate models in combination with other 
techniques, such as feature importance, many highly 
advanced libraries shape todays standard and allow 
for visualized explanation to be generated, both for 
speci� c examples, as well as for the entirety of an AI 
model.

Result
Three popular libraries, trying to tackle the issue of 
explainable AI, stand out:
–  Local Interpretable Model-agnostic Explanations 

(LIME)
–  SHapley Additive exPlanations (SHAP)
–  Explain Like I’m 5 (ELI5)
The implementation and exploration of these libraries 
on an existing dataset for burnout detection from 
previous research and with respect to the research 
questions, show that reasonable and reliably surro-
gate models can be derived using easy-to-use and 
well documented high-level APIs. The provided expla-
nations and visualizations, especially in the exam-
ple-driven � eld of NLP, are simple to understand for 
people, even without clinical or technical background.
Information gained from explainable AI can also be 
used by data engineers and data scientists to further 
improve their AI models. Despite all the advantages 
that explainable AI brings, a proper evaluation of the 
libraries, techniques, as well as their outcome, is how-
ever an absolute necessity to avoid further pitfalls.

 Hard decision – Popular explanation model LIME providing reasoning on why the given text was classi� ed as “Burnout” 


